
Figure – Exemples de probabilités et quotients pour illustrer le

raisonnement de GloVe. Source : (Pennington et al. , 2014)
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Figure 2 
Sample subtrees from a 1,000-word mutual information tree. 
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to this single cluster and the leaves of which correspond to the words in the vocabulary. 
Intermediate nodes of the tree correspond to groupings of words intermediate between 
single words and the entire vocabulary. Words that are statistically similar with respect 
to their immediate neighbors in running text will be close together in the tree. We 
have applied this tree-building algorithm to vocabularies of up to 5,000 words. Figure 
2 shows some of the substructures in a tree constructed in this manner for the 1,000 
most frequent words in a collection of office correspondence. 

Beyond 5,000 words this algorithm also fails of practicality. To obtain clusters for 
larger vocabularies, we proceed as follows. We arrange the words in the vocabulary 
in order of frequency with the most frequent words first and assign each of the first 
C words to its own, distinct class. At the first step of the algorithm, we assign the 
(C Jr 1) st most probable word to a new class and merge that pair among the resulting 
C + 1 classes for which the loss in average mutual information is least. At the k th step 
of the algorithm, we assign the (C + k) th most probable word to a new class. This 
restores the number of classes to C + 1, and we again merge that pair for which the 
loss in average mutual information is least. After V - C steps, each of the words in 
the vocabulary will have been assigned to one of C classes. 

We have used this algorithm to divide the 260,741-word vocabulary of Table I into 
1,000 classes. Table 2 contains examples of classes that we find particularly interesting. 
Table 3 contains examples that were selected at random. Each of the lines in the tables 
contains members of a different class. The average class has 260 words and so to 
make the table manageable, we include only words that occur at least ten times and 
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Figure – Dendrogramme illustrant le résultat d’un clustering hiérarchique,

tiré de Brown et al. (1992), voir aussi (Smith, 2020)
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